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Abstract: We describe the use of the theory of WSTS for verifying programs.

Well structured transition systems (WSTS) were introduced in [2] and surveys can be found in [4, 1].
WSTS are ordered transition systems (S,→,≤) enjoying two properties: (1) the ordering ≤ is well on
S and (2) → is monotone with respect to ≤. Many classical properties are decidable for WSTS as
termination, control-state reachability, coverability, boundedness,...etc. Given a program P and a safety
property φ , let’s describe two steps for verifying that P satisfies φ by using WSTS:

1. The first step is to build a transition system (S,→) associated with (P,φ) and in general it is an
abstraction of the real program P because we may (and must) forget some useless parts of the
program that have no effect on property φ . We have also to translate the property φ into a state-
property in (S,→) that is decidable for WSTS.

2. The second step is to look for a decidable ordering having these two desired properties. If we find
such ordering, we just verify whether (S,→) satisfies the state-property φ . Let us consider the case
in which we found a well ordering ≤ but (S,→,≤) is unfortunately not monotone. One may look
for a computable abstraction (S′,→′,≤′) of (S,→,≤) where (S′,≤′) is an abstraction of (S,≤)
such that the new transition relation→′ (between abstract states in S′) is monotone with respect to
≤′ which is still well and then A′ is a WSTS.

Let us give two examples following this strategy that allows to analyse programs that are not directly
translatable into WSTS.

1. Recall that the usual ordering on positive integers is well (Dickson Lemma) but it is not monotone
on (general) counters machines because the zero-test guards are typically not monotone: but if we
replace each zero test by a reset operation, the resulting machine is a WSTS (for the usual ordering
extended on vectors) that over-approximates the original counter machine.

2. The subword ordering on finite words is well (Higman’s Theorem) but it is not monotone on fifo
machines ; however, it is monotone on fifo machines with the lossy semantics, hence lossy fifo
machines are WSTS for the subword ordering. Lossy fifo machines over-approximates original
fifo machines.

Both reset counter machines and lossy fifo machines can serve as WSTS abstractions of programs and
these WSTS abstractions allow to study safety properties in original programs.
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